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FOREWORD

It is our distinct privilege to present this compendium of Discrete Mathematics &
Graph Theory specially prepared for first-year B.Tech students under the I-
Scheme curriculum. Mathematics lies at the heart of all engineering disciplines;
this text aims to provide a rigorous yet accessible foundation in key topics that
underpin advanced courses in sciences and technology.

This volume has been structured to blend formal definitions, illustrative
examples, and a diverse set of exercises to foster both conceptual understanding
and problem-solving skills. The choice of topics, their organization, and the
pedagogical progression have been guided by the overarching objective of
aligning with the prescribed syllabus while addressing the needs of a varied
student cohort.

We extend our profound gratitude to Dr. R. Nagendra Babu, Principal, for
endorsing and supporting this endeavour; and to Dr. K. Kiran Kumar, Dean
(Academics), for the academic oversight, alignment with curriculum standards,
and encouragement throughout the development process. We are especially
thankful to Mr. V. J. Moses, Head of Department, Basic Sciences &
Humanities, for his leadership, motivation, and valuable feedback during the
preparation of this text. We are also indebted to our colleagues in the
Department of Mathematics, whose peer review, suggestions, and insights have
substantially enriched the clarity and correctness of the content. We likewise
acknowledge the administrative and technical staff for their assistance in editing,
formatting, and ensuring the timely publication of this material.

We anticipate that this text will serve as an indispensable companion to students
and faculty alike, promoting a deeper appreciation of mathematical rigor and
preparing students for onward challenges in their engineering journey.

Prepared by
Department of Mathematics / Course Team



Message from the Principal
Dr. R. Nagendra Babu

It gives me great pleasure to extend my greetings to all first-year B.Tech students as
you embark on your engineering journey. Mathematics is a critical pillar in every branch
of engineering, and in your formative years, a strong grounding in Linear Algebra &
Calculus will equip you with the analytic tools and logical rigor needed for advanced
study and innovation.

The material compiled in this text has been meticulously drafted to present concepts
clearly, illustrate their relevance with examples, and offer problems that challenge and
strengthen your understanding. | am confident that it will serve both as a guide and a
companion through your semester, helping you grow in mathematical maturity and
problem-solving ability.

| warmly acknowledge and thank the Department of Mathematics, under the leadership
of Mr. V. J. Moses, HOD, B.S. & H., and the academic support from Dr. K. Kiran
Kumar, Dean (Academics), for facilitating this work. Their commitment ensures that
our students receive superior academic resources.

My hope is that as you engage with this text, you cultivate perseverance, intellectual
curiosity, and discipline. | encourage you to use this as more than a textbook—as a
stepping stone to critical thinking, innovation, and lifelong learning.

Wishing you success and fulfillment in your academic endeavors.

Dr. R. Nagendra Babu
Principal
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Message from the Dean (Academics)
Dr. K. Kiran Kumar

| extend my warm greetings to all first-year B.Tech students as you begin this important
stage of your academic journey. Mastery in mathematics furnishes an essential
foundation for engineering studies, and competence in Linear Algebra & Calculus in
particular will support your success in diverse disciplines—be it electronics, mechanics,
computer science, or civil engineering.

This course material has been carefully compiled to present topics with clarity, integrate
illustrative examples, and introduce exercises that will progressively challenge your
understanding and problem-solving skills. | trust that it will serve as a reliable academic
tool for both students and faculty.

| also take this opportunity to commend the Department of Mathematics, led by Mr. V. J.
Moses, HOD (B.S. & H.), for their dedicated efforts in content development, peer
review, and pedagogical alignment. Their perseverance and scholarly integrity have
elevated the quality of this text.

| encourage every student to engage with the material thoroughly, attempt each
exercise, and not hesitate in seeking clarification when needed. Let curiosity guide you
and discipline sustain you. May this textbook be a stepping stone towards deeper
learning and academic excellence.

Dr. K. Kiran Kumar
Dean (Academics)



How and why we learn the subject of Discrete Mathematics and Graph Theory?

Discrete Mathematics is the study of mathematical structures that are
fundamentally discrete rather than continuous. Objects studied in this field are
distinct and countable, including integers, sets, logical statements, and graphs. It
is foundational to computer science and plays a vital role in programming,
algorithm design, and cryptography.

Key areas of discrete mathematics

Set theory: The study of collections of objects.

Combinatorics: The study of counting and arranging discrete objects.

Logic: The study of reasoning, which provides the foundation for computer circuit
design and software verification.

Number theory: The study of integers and their properties, which is crucial for
cryptography.

Graph theory: The study of relationships between objects, which is a major
subfield.

Graph theory

Graph theory, a major branch of discrete mathematics, is the study of graphs,
which are mathematical structures used to model pairwise relationships between
objects. A graph is a visual representation of a network and is defined by two
elements:

Vertices (or nodes): The objects or points in the network.

Edges (or links): The connections or relationships between the vertices.

Graphs can be simple (no loops or multiple edges), weighted (edges have
numerical values like distance or cost), directed (edges have a one-way direction),
or undirected (edges are bidirectional).

Applications of graph theory

Graph theory is used to solve real-world problems in many fields:

Computer science: To represent networks, data structures (like trees), and for
algorithms such as searching and routing.

Social networks: Nodes represent individuals and edges represent their
relationships, helping to find influencers and analyze information spread.
Transportation: To model road networks for navigation systems like Google
Maps, finding the shortest or fastest routes.

Biology: To analyze biological networks, such as gene regulatory networks and
protein interactions.

Operations research: For optimizing scheduling, resource allocation, and logistics
problem. Those thoughts of Dr.K V Pandu Ranga Rao, CSE HoD & Vice Principal
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DISCRETE MATHEMATICS AND GRAPH THEORY
Course Objectives:

* To introduce the students to the topics and techniques of discrete methods and combinatorial
reasoning.

* To introduce a wide variety of applications. The algorithmic approach to the solution of
problems is fundamental in discrete mathematics, and this approach reinforces the close ties
between this discipline and the area of computer science.

Course Outcomes: At the end of the course students will be able to

* Build skills in solving mathematical problems (L3)

*  Comprehend mathematical principles and logic (L4)

* Demonstrate knowledge of mathematical modeling and proficiency in usingmathematical
software (L6)

* Manipulate and analyze data numerically and/or graphicallysing appropriate Software(L3)

* How to communicate effectively mathematical ideas/results verbally or in writing(L1)

UNIT-I: Mathematical Logic:

Propositional Calculus: Statements and Notations, Connectives, Well Formed Formulas, Truth
Tables, Tautologies, Equivalence of Formulas, Duality Law, Tautological Implications, Normal
Forms, Theory of Inference for Statement Calculus, Consistency of Premises, Indirect Method of
Proof, Predicate Calculus: Predicates, Predicative Logic, Statement Functions, Variables and
Quantifiers, Free and Bound Variables, Inference Theory for Predicate Calculus.

UNIT-II:

SetTheory



Sets: Operations on Sets, Principle of Inclusion-Exclusion, Relations: Properties, Operations, Partition and
Covering, Transitive Closure, Equivalence, Compatibility and Partial Ordering, Hasse Diagrams, Functions:
Bijective, Composition, Inverse, Permutation, and Recursive Functions, Lattice and its Properties.

UNIT-III: Combinatorics and Recurrence Relations:

Basis of Counting, Permutations, Permutations withRepetitions, Circular and Restricted
Permutations, Combinations, Restricted Combinations, Binomial and Multinomial Coefficients and
Theorems.

Recurrence Relations:

Generating Functions, Function of Sequences, Partial Fractions, Calculating Coefficient of Generating
Functions, Recurrence Relations, Formulation as Recurrence Relations, Solving Recurrence Relations
by Substitution and Generating Functions, Method of Characteristic

Roots, Solving Inhomogeneous Recurrence Relations

UNIT-IV: Graph Theory:

Basic Concepts, Graph Theory and its Applications, Subgraphs, Graph Representations: Adjacency
and Incidence Matrices, Isomorphic Graphs, Paths and Circuits, Eulerian and Hamiltonian Graphs.

Unit-V: Multi Graphs

Multigraphs, Bipartite and Planar Graphs, Euler’s Theorem, Graph Colouring and Covering,
Chromatic Number, Spanning Trees, Prim’s and Kruskal’s Algorithms, BFS and DFS Spanning
Trees.

TEXT BOOKS:

* Discrete Mathematical Structures with Applications to Computer Science, J. P.Tremblay
and P. Manohar, Tata McGraw Hill.

* Elements of Discrete Mathematics-A Computer Oriented Approach, C. L.Liu and D.
P. Mohapatra, 3rd Edition, Tata McGraw Hill.

* Theory and Problems of Discrete Mathematics, Schaum’s Outline Series, SeymourLipschutz
and Marc Lars Lipson, 3rd Edition, McGraw Hill.

REFERENCE BOOKS:

* Discrete Mathematics for Computer Scientists and Mathematicians, J. L.Mott, A.Kandel and
T. P. Baker, 2nd Edition, Prentice Hall of India.

* Discrete Mathematical Structures, Bernand Kolman, Robert C. Busby andSharonCutler
Ross, PHI.

» Discrete Mathematics, S. K. Chakraborthy and B.K. Sarkar, Oxford, 2011.



Discrete Mathematics and its Applications with Combinatorics and GraphTheory,
H. Rosen, 7th Edition, Tata McGraw Hill.
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Unit -1

Mathematical Logic
INTRODUCTION

Proposition: A proposition or statement is a declarative sentence which is either
true or false but not both. The truth or falsity of a proposition is called its truth-value.

These two values _true‘ and _false* are denoted by the symbols 7 and F
respectively. Sometimes these are also denoted by the symbols 1 and 0 respectively.

Example 1: Consider the following sentences:

1. Delhi is the capital of India.
2.Kolkata is a country.
3.5 is a prime number.

4.2+3=4

These are propositions (or statements) because they are either true of false.

Next consider the following sentences:

5.How beautiful are you?

6. Wish you a happy new year
T.x+y=z

8. Take one book.

These are not propositions as they are not declarative in nature, that is, they do not
declare a definite truth value 7 or F.

Propositional Calculus is also known as statement calculus. It is the branch of
mathematics that is used to describe a logical system or structure. A logical system
consists of (1) a universe of propositions, (2) truth tables (as axioms) for the logical
operators and (3) definitions that explain equivalence and implication of propositions.

Connectives
The words or phrases or symbols which are used to make a proposition by two or more
propositions are called logical connectives or simply connectives. There are five basic
connectives called negation, conjunction, disjunction, conditional and biconditional.
Negation

The negation of a statement is generally formed by writing the word _not* at a
proper place in the statement (proposition) or by prefixing the statement with the phrase
_It is not the case that‘. If p denotes a statement then the negation of p is written as p and
read as _not p°. If the truth value of p is T then the truth value of p is F. Also if the truth
value of p is F' then the truth value of p is T.

Table 1. Truth table for negation

p P
T F
F T

4
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Example 2: Consider the statement p: Kolkata is a city. Then —p: Kolkata is not a city.

Although the two statements _Kolkata is not a city* and _It is not the case that Kolkata is a
city® are not identical, we have translated both of them by p. The reason is that both these
statements have the same meaning.

Conjunction

The conjunction of two statements (or propositions) p and ¢ is the statement p A g which is
read as _p and ¢°. The statement p A ¢ has the truth value 7" whenever both p and ¢ have the truth
value 7. Otherwise it has truth value F.

Table 2. Truth table for conjunction

P q PAgq
T T T
T F F
F T F
F F F

Example 3: Consider the following statements p : It is
raining today.
q : There are 10 chairs in the room.
Then p A ¢ : It is raining today and there are 10 chairs in the room.
Note: Usually, in our everyday language the conjunction _and‘ is used between two statements
which have some kind of relation. Thus a statement _It is raining today and 1 + 1 = 2° sounds odd,
but in logic it is a perfectly acceptable statement formed from the statements _It is raining
today‘ and _1+ 1 =2°.
Example 4: Translate the following statement:
_Jack and Jill went up the hill‘ into symbolic form using conjunction.
Solution: Let p : Jack went up the hill, q : Jill went up the hill.
Then the given statement can be written in symbolic form as p A q.

Disjunction

The disjunction of two statements p and q is the statement p v q which is read as _p or q°.
The statement p v q has the truth value F only when both p and q have the truth value F. Otherwise
it has truth value T.

Table 3: Truth table for disjunction

p q pv q
T T T
T F T
F T T
F F F

Example 5: Consider the following statements p : I shall go to the game.

q : I shall watch the game on television.
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Then p v ¢q : Ishall go to the game or watch the game on television.

Conditional proposition

If p and ¢ are any two statements (or propositions) then the statement p — ¢ which is read as,

_If p, then ¢° is called a conditional statement (or proposition) or implication and the connective
is the conditional connective.

The conditional is defined by the following table:

Table 4. Truth table for conditional

BN

p—q

NN
mNT N
NNT N

In this conditional statement, p is called the hypothesis or premise or antecedent and ¢ is
called the consequence or conclusion.

To understand better, this connective can be looked as a conditional promise. If the promise
is violated (broken), the conditional (implication) is false. Otherwise it is true. For this reason, the
only circumstances under which the conditional p — ¢ is false is when p is true and q is false.

Example 6: Translate the following statement:

‘The crop will be destroyed if there is a flood’ into symbolic form using conditional
connective.

Solution: Let ¢ : the crop will be destroyed; f: there is a flood.
Let us rewrite the given statement as

_If there is a flood, then the crop will be destroyed®. So, the symbolic form of the given
statement is ' — c.

Example 7: Let p and q denote the statements:

p : You drive over 70 km per hour.

q : You get a speeding ticket.

Write the following statements into symbolic forms.

(1) You will get a speeding ticket if you drive over 70 km per hour.

(i1) Driving over 70 km per hour is sufficient for getting a speeding ticket.
(i11) If you do not drive over 70 km per hour then you will not get a speeding ticket.
(iv) Whenever you get a speeding ticket, you drive over 70 km per hour.

Solution: (i)p — q (ii))p — q (iii)) p— q (iv)q— p.

Notes: 1. In ordinary language, it is customary to assume some kind of relationship between
the antecedent and the consequent in using the conditional. But in logic, the antecedent and the
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consequent in a conditional statement are not required to refer to the same subject matter. For
example, the statement _If I get sufficient money then I shall purchase a high-speed
computer‘ sounds reasonable. On the other hand, a statement such as _If I purchase a computer then
this pen is red‘ does not make sense in our conventional language. But according to the definition
of conditional, this proposition is perfectly acceptable and has a truth-value which depends on the
truth-values of the component statements.

2. Some of the alternative terminologies used to express p — ¢ (if p, then g) are the
following: (i) p implies ¢

(i1) p only if g (_If p, then ¢‘ formulation emphasizes the antecedent, whereas _p only if ¢°
formulation emphasizes the consequent. The difference is only stylistic.)

(ii1) g if p, or ¢ when p.
(iv) g follows from p, or ¢ whenever p.

(v) p is sufficient for g, or a sufficient condition for g is p. (vi) g is necessary for p, or a necessary
condition for p is q. (vii) g is consequence of p.
Converse, Inverse and Contrapositive

If P — Q is a conditional statement, then
(1). Q — Pis called its converse
(2). =P — —Q s called its inverse
(3). ~Q — —P s called its contrapositive.

Truth table for Q — P (converse of P — Q)

PlO|QO—P
T|T T
T|F T
F|T F
F|F T
Truth table for =P — —Q (inverse of P — Q)
P|O|~P| Q| P—>—0
T|T F T
T|F T T
FI|T F F
F|{F| T T T

Truth table for ~Q — —P (contrapositive of P — Q)

Plo|-0|-P|-0—-P
T|T| F | F T
T|F|T|F F
FIT|F|T T
FIF|T|T T

www.Jntufastu gdates.com 4


http://www.Jntufastupdates.com/

Example: Consider the statement
P : It rains.
Q: The crop will grow.

The implication P — Q states that
R: If it rains then the crop will grow.

The converse of the implication P — O, namely Q — P sates that S: If
the crop will grow then there has been rain.

The inverse of the implication P — O, namely =P — —Q sates that

U: If it does not rain then the crop will not grow.

The contraposition of the implication P — O, namely ~Q — —P states that 7: If
the crop do not grow then there has been no rain.

Example 9: Construct the truth table for (p — q) A (q —p)

p q pP—q q—p P—q9A(q—p
T T T T T
T F F T F
F T T F F
F F T T T

Biconditional proposition
If p and ¢ are any two statements (propositions), then the statement p«> g which is read as _p if and
only if ¢‘ and abbreviated as _p iff ¢° is called a biconditional statement and the connective is the
biconditional connective.
The truth table of p«<>q is given by the following table:

Table 6. Truth table for biconditional

P

NN
NN

NN

It may be noted that p ¢ is true only when both p and ¢ are true or when both p and ¢ are
false. Observe that p ¢ is true when both the conditionals p — ¢ and g — p are true, i.e., the truth-
values of (p — g) A (¢ — p), given in Ex. 9, are identical to the truth-values of p ¢ defined here.

Note: The notation p < g is also used instead of p<q.
TAUTOLOGY AND CONTRADICTION

Tautology: A statement formula which is true regardless of the truth values of the statements
which replace the variables in it is called a universally valid formula or a logical truth or a
tautology.

Contradiction: A statement formula which is false regardless of the truth values of the
statements which replace the variables in it is said to be a contradiction.

Contingency: A statement formula which is neither a tautology nor a contradiction is known
as a contingency.
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Substitution Instance
A formula A4 is called a substitution instance of another formula B if 4 can be obtained form
B by substituting formulas for some variables of B, with the condition that the same formula
is substituted for the same variable each time it occurs.

Example: Let B: P — (JAP).
Substitute RS for P in B, we get
i):(Re> S)—>UNR «09)
Then 4 is a substitution instance of B.
Note that (R <> S) — (J /\P) is not a substitution instance of B because the variables

P in J A\ P was not replaced by R <> S.

Equivalence of Formulas
Two formulas 4 and B are said to equivalent to each other if and only if A<> Bis a
tautology.

If A—B is a tautology, we write 4 < B which is read as 4 is equivalent to B.

Note : 1. < is only symbol, but not connective.

2. A < Bis atautology if and only if truth tables of 4 and B are the same.
3. Equivalence relation is symmetric and transitive.

Method I. Truth Table Method: One method to determine whether any two statement
formulas are equivalent is to construct their truth tables.

Example: Prove PV Q & —(—=P \ —=Q).

Solution:
plolPve] p|-o]-PA-0|-CPA-0) | (PvO) & ~(-PA-Q)
TI|T T F F F T T
T|F T F T F T T
FI|T T T F F T T
F|F F T T T F T

AsPv(Q  —(—PA\—Q)isatautology, then Pv Q & —(—=P N\ —Q).
Example: Prove (P — Q) & (—PV Q).

Solution:
Plo|lpPp—o|-pP| PVO| (P=0Q) ("PVO)
T|T T F T T
T|F F F F T
F|T T T T T
F|F T T T T

As(P— Q) (—PV Q) is a tautology then (P — Q) & (—P V Q).
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Equivalence Formulas:
1. Idempotent laws:

(a)PVPe P (b)PAP& P
2. Associative laws:

@ PVQVRePV(QVR) b)(PANO)ARSPN(QAR)
3. Commutative laws:

(a)PvQeQVP b)PANQe QAP
4. Distributive laws:

PV(QAR)® (PVQ)N(PVR) PANQVR)y® (PNQ)V(PAR)

5. Identity laws:

(@())PVFe P (i)PvTeT

b)) PANTeP (i)PANFeF
6. Component laws:

(@@Pv—-PeT (i) PN—-P&F

(b)(@) ——PeP (i) "TeF,~FeT

7. Absorption laws:

@PV(PANQ)eP (b)PAN(PVQ)e P
8. Demorgan‘s laws:

(@ ~(PvQ) e ~PNA-Q (b) ~PAQ) e ~PV—0

Method II. Replacement Process: Consider a formula 4 : P — (Q — R). The formula Q — Ris a
part of the formula 4. If we replace O — R by an equivalent formula ~QVR in 4, we get another
formula B : P — (—QVR). One can easily verify that the formulas 4 and B are equivalent to each
other. This process of obtaining B from 4 as the replacement process.

Example: Prove that P — (Q — R) ©® P — (—Q V R) © (P \ Q) — R.(May. 2010)
Solution: P> (Q > R)e® P—->("QVR) [mMQ—>R* "QVR]
& PV("QVR) mMP— Q¢ —~PVvQ]
< (~PV Q) VR [by Associative laws]
o =(PANQ)VR [byDe Morgan‘s laws]
S (PANQ)—>RMP— Qe ~PvQ]
Example: Prove that (P — Q) A (R — Q) (PVR) — Q.
Solution: P->ONR—->Q)e(~PVO)AN(-RVQ)
S ("PAN-R)VQ &
“(PVR)VOQ® PV
R—Q
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Example: Prove that P — (Q - P) & —P — (P — Q).

Solution:

and

P=(Q—-P)e "PV(Q—P)
& PV(~QVP)
o (~PVP)V—Q
o Tv—Q
T

"P—(P—Q)® ~("P)V(P— Q)
@ PV (CPVv Q) e
(Pv—-P)yvoeT

Vo
T
So,P—>(Q—P)e P—(P—Q).
***Example: Prove that (P A (—OQAR)V(QAR)V(PAR) & R (Nov. 2009)

Solution:

(—~PA(—QOAR)V(QOANR)V(PAR)
S (~PAN-Q)AR)V(QVP)AR) [Associative and Distributive laws]
S (~(PVO)ARV((QVP)NR) [De Morgan‘s laws]
S(—(PVO)VPVQO)AR [Distributive laws]
< TAR [mM—-PVP&T]
<R

**Example: Show (PV Q) A ~(=P A\ (—QV —R))) V(=P A\ —~Q) v (—P A\ —R) is tautology.
Solution: By De Morgan‘s laws, we have

~PA=Q & ~(PVQ)
—PV-R& ~(PAR)
Therefore
(—~PA—-Q)V("PN—-R)e ~(PVQ)V~(PAR)
e ~(PVON(PVR)
Also

~(~PA(=QV~R)) e ~(~PAN=(QA\R))
< PV(OAR)
S(PVOYN(PVR)

Hence (PVO)A—~(=PA(=QV —R))) & (PVO)APVO)APVR)

S (PVO)N(PVR)

Thus (PV Q) A ~(=P A (~OV —R))) V(P A ~Q) V (~P A —R)
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S [(PVO)APVRIV-[(PVO)APVR)]
T
Hence the given formula is a tautology.
Example: Show that (P /A Q) — (P v Q) is a tautology. (Nov. 2009)
Solution: (PA Q) > (PVvQ) e ~(PANQ)V(PVQO)[MP— Q< ~PV (]
< (~PV—Q)V(PVQ) [by De Morgan‘s laws]
< (mPVP)V(—QV Q) [by Associative laws and commutative
laws]
< (Tv T)[by negation laws]
T
Hence, the result.

Example: Write the negation of the following statements.
(a). Jan will take a job in industry or go to graduate school.
(b). James will bicycle or run tomorrow.
(c). If the processor is fast then the printer is slow.
Solution: (a). Let P : Jan will take a job in industry.
Q: Jan will go to graduate school.

The given statement can be written in the symbolic as PV Q.
The negation of PV Q is given by (P V Q).
—~(PvQ)e -PN\-Q.

—P A\ —Q: Jan will not take a job in industry and he will not go to graduate school.

(b). Let P : James will bicycle.
Q: James will run tomorrow.

The given statement can be written in the symbolic as PV Q.
The negation of P v Q is given by (P V Q).
~(PvQ)e -PNA—-Q

—P A\ —Q: James will not bicycle and he will not run tomorrow.

(c). Let P : The processor is fast.
Q: The printer is slow.
The given statement can be written in the symbolic as P — Q.

The negation of P — Q is given by (P — Q).
~(P—>Q)e~(mPVQ)ePNA-Q.

P A\ —Q: The processor is fast and the printer is fast.

Example: Use Demorgans laws to write the negation of each statement.
(a). I want a car and worth a cycle.
(b). My cat stays outside or it makes a mess.
(c). I*ve fallen and I can‘t get up.
(d). You study or you don‘t get a good grade.
Solution: (a). [ don‘t want a car or not worth a cycle.
(b). My cat not stays outside and it does not make a mess.
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(c). I have not fallen or I can get up.
(d). You can not study and you get a good grade.
Exercises: 1. Write the negation of the following statements.
(a). If it is raining, then the game is canceled.
(b). If he studies then he will pass the examination.

Are (p — q) — rand p — (¢ — r) logically equivalent? Justify your answer by using the
rules of logic to simply both expressions and also by using truth tables. Solution: (p — q) —
rand p — (¢ — r) are not logically equivalent because
Method I: Consider

p—q)—>re(pvg —r
e (pvgVre
eN—-g)vr
@ @NArV(~g A
and p—o@—nrep—(qVr)
S pV(TgVr)e

“pV gVr.
Method II: (Truth Table Method)
Pplg|lr|p—=q|pog9—r | gq—or|po@—r)
T|T|T| T T T T
T|T|F| T F
T|F|T| F T T T
T|F|F| F T T T
F|T|T| T T T T
F|T|F| T F F T
F|F|T| T T T T
F|F|F| T F T T

Here the truth values (columns) of (p — ¢) — r and p — (g — r) are not identical.

Consider the statement: lIf you study hard, then you will excelll. Write its converse,
contra positive and logical negation in logic.

Duality Law
Two formulas 4 and A are said to be duals of each other if either one can be obtained from the
other by replacing /A by v and v by A. The connectives v and A are called duals of each other. If the

formula 4 contains the special variable T or F , then 4* its dual is obtained by replacing T by F
and

F by T in addition to the above mentioned interchanges.
Example: Write the dual of the following formulas:
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(1).(PVQO)AR (). (PANQO)VT (iii). (PA Q) V(P V —(Q N\ —S))
Solution: The duals of the formulas may be written as
(1).(PANQ)VR (i). PVO)N\F (iii). PVO)N (PN —~(QV —S))
Result 1: The negation of the formula is equivalent to its dual in which every variable
is replaced by its negation.
We can prove

—A(P1, P2, ..., Pp) & A*(=P1, =P, ..., ~Pp)
Example: Prove that (a). ~(PA Q) —» (mPV (=P V Q))& (—PV Q)
(0. PVOYANCPNAEPANQ) @ (~PAQ)
Solution: ().~ (PA Q) > (mPV(=PVv Q)< (PANQ)V(=PV(=PV Q) [MP— Q< —PVv Q]
S PANQV(=PVO)
S (PANQ)V—-PVQ
e (PANQ)V-P)VO
e ((PV-P)NQV~-P)VO
e (TNQVv-P)VvO
e Q@Vv-P)vo
o Qv P
o -PvQ
(b). From (a)
(PANQ)V(—PV(~PV Q) e ~PVvQ

Writing the dual
(PVONEPNAEPAQ) © (-PAQ)

Tautological Implications
A statement formula A4 is said to fautologically imply a statement B if and only if 4 — B
is a tautology.

In this case we write 4 = B, which is read as ‘4 implies B*.

Note: = is not a connective, 4 = B is not a statement formula.
A = B states that A — B is tautology.
Clearly A = B guarantees that B has a truth value 7' whenever A4 has the truth value T'.
One can determine whether A = B by constructing the truth tables of 4 and B in the same manner as

was done in the determination of 4 < B. Example: Prove that (P — Q) = (—Q — —P).
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Solution:

PIO| P70 P=Q| 0—"P| (P> (C0—P)
T|T| F |F T T T
T|F|F | T F F T
F|[T| T|F T T T
FIF| T|T T T T

Since all the entries in the last column are true, (P — Q) —» (-Q — —P)isa
tautology.

Hence (P— Q)= (—Q — —P).
In order to show any of the given implications, it is sufficient to show that an
assignment of the truth value 7 to the antecedent of the corresponding condi-

tional leads to the truth value 7T for the consequent. This procedure guarantees that the
conditional becomes tautology, thereby proving the implication.

Example: Prove that ~ QA (P — Q)= —P.

Solution: Assume that the antecedent ~Q A (P — Q) has the truth value T, then both ~Q and P —

O have the truth value 7', which means that Q has the truth value F', P — Q has the truth value T .
Hence P must have the truth value F .
Therefore the consequent —P must have the truth value T.

QNP —-> Q)= —P.

Another method to show 4 = B is to assume that the consequent B has the truth value F and then
show that this assumption leads to 4 having the truth value F' . Then 4 — B must have the truth
value 7.

Example: Show that ~«(P — Q)—> P.

Solution: Assume that P has the truth value F'. When P has F', P — Q has T, then =(P — Q) has F/
.Hence "(P — Q) —> PhasT.

(P—Q)~P

Other Connectives

We introduce the connectives NAND, NOR which have useful applications in the design of
computers.
NAND: The word NAND is a combination of ‘NOT* and ‘AND*® where ‘NOT* stands for negation
and ‘AND* for the conjunction. It is denoted by the symbol 1.

If P and Q are two formulas then

P1Oe~(PNQ)
The connective 1 has the following equivalence:
PtPe ~(PANP)® -PV—-P®& P,
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P1O1PTOe~P1O e~ (~(PNQ)*PNQ.
(PT1P)1(Q1Q) e ~P1-0e~("PN-Q)ePVO.
NAND is Commutative: Let P and Q be any two statement formulas.
(P1O)=~(PNQ)
@ -(QAP)e
Q1P)
m NAND is commutative.
NAND is not Associative: Let P, Q and R be any three statement formulas.
Consider T(QTR) e ~(PANQ1TR) e ~(PN(-(QAR))
© -PV(QAR))
PTOTRe ~(PNO TR
@ ~(PNOAR) &
(PANQ)V—R
Therefore the connective 1 is not associative.
NOR: The word NOR is a combination of ‘NOT* and ‘OR*‘ where ‘NOT* stands for negation and

_OR* for the disjunction. It is denoted by the symbol |.
If P and Q are two formulas then

PlOe~(PVQ)

The connective | has the following equivalence:
PlP®—~(PVP)® "PN\N—-P& P,
PLOIPLO®(PLO)®~(~(PVQ)ePVO.
(PLP)L(QlO)® Pl -0 ~(PV-Q)=PNQ.

NOR is Commutative: Let P and Q be any two statement formulas.
(PlO)ye~(PVQO)
e-(QVvP)e
(QLlP)

m NOR is commutative.
NOR is not Associative: Let P, Q and R be any three statement formulas. Consider

PL(QlR)® ~(PV(Q|R)
© ~(PV(~(QVR))
< -PA(QVR)
PlOIRe~(PVO)|R
®2("(PVO)VR) &
(PVQO)N—R
Therefore the connective | is not associative.

Evidently, P 1 Q and P | Q are duals of each other.
Since
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~(PAQ) & ~PV -0

—(PvQ)e -PN\-Q.
Example: Express P | Q interms of 1 only.
Solution:
1Oe =PV
SPVOTEPVO)

SPTPYT@QTOITIPTP)T(Q10)]
Example: Express P 1 Q interms of | only. (May-2012)

Solution: 10e~(PNQO)

(PN L PNAQ)
S[PLP)L@IOILIPLIP)](Q] O]
Truth Tables
Example: Show that (4 @ B) v (4 | B) © (4 1 B). (May-2012)
Solution: We prove this by constructing truth table.

4| BA®B| 4 p| UGBVULB) | 4415
T| T F F F F
T| F T F T T
F| 1 T F T T
F| F F T T T

As columns (4 @ B) vV (4 | B) and (4 1 B) are identical.
MmA®@B)V(A|B)<(41B).

Normal Forms

If a given statement formula A(p1, p2, ...pn) involves n atomic variables, we have 2"
possible combinations of truth values of statements replacing the variables.

The formula 4 is a tautology if 4 has the truth value 7 for all possible assignments of the
truth values to the variables pi1, p2, ...pn and A4 is called a contradiction if A has the truth
value F for all possible assignments of the truth values of the n variables. 4 is said to be satis

able if A has the truth value T for atleast one combination of truth values assigned to p1, p2,

The problem of determining whether a given statement formula is a Tautology, or a

Contradiction is called a decision problem.

The construction of truth table involves a finite number of steps, but the construc-tion
may not be practical. We therefore reduce the given statement formula to normal form and
find whether a given statement formula is a Tautology or Contradiction or atleast satisfiable.

It will be convenient to use the word llproductll in place of llconjunctionll and llsumll in

place of lldisjunctionll in our current discussion.
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A product of the variables and their negations in a formula is called an elementary

product. Similarly, a sum of the variables and their negations in a formula is called an
elementary sum.

Let P and Q be any atomic variables. Then P, =P AQ, ~QAP =P ,P =P ,and Q \ =P
are some examples of elementary products. On the other hand, P, ~Pv Q, " QV PV ~P, P
vV —P,and Q v —P are some examples of elementary sums.

Any part of an elementary sum or product which is itself an elementary sum or product is

called a factor of the original elementary sum or product. Thus =Q,A =P, and =Q A\ P are
some of the factors of " QAP A\ —P.

Disjunctive Normal Form (DNF)

A formula which is equivalent to a given formula and which consists of a sum of elementary
products is called a disjunctive normal form of the given formula.

Example: Obtain disjunctive normal forms of
(@) PA(P— Q); (b) ~(PV Q) < (PAQ).
Solution: (a) We have
PANP—-> Q) PN(—PVQ)
S (PA-P)YVPNQ)
®  ~(PVQ)—(PAQ)
@ (~(PVOYNPAQ)V((PVO) AP Q) [using
Ro>SeRNAS)V(—RAS)
& (~PA=Q)A(PAQ)V((PVO)A(-PV—0))
& (~PA-QAPAQV(PVO)A~P)V((PVO)A~Q)
S(PAN-QANPNQ)VPN=P)VQNAN-P)V(PN=Q)V(ON—Q)

which is the required disjunctive normal form.
Note: The DNF of a given formula is not unique.
Conjunctive Normal Form (CNF)

A formula which is equivalent to a given formula and which consists of a product of elementary
sums is called a conjunctive normal form of the given formula.

The method for obtaining conjunctive normal form of a given formula is similar to the one
given for disjunctive normal form. Again, the conjunctive normal form is not unique.
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Example: Obtain conjunctive normal forms of

(@ PN (P — 0); (b) ~(PV Q)= (PNQ).
Solution: (a). PA(P — Q) PN\ (—PV Q)
(b).~(PVv = (PNQO)

S PV - PANOYNPNAQ)— ~(PV Q)
S(PVOVEPNYNCEPAQV-(PVO)

S [(PVOVPINPVOVOIN[(-PV=O)V(=PA=QO)]
S(PVOVPYNPVOVOYN(CPV—-QV—-P)YN(PV—-QV—0)

Note: A given formula is tautology if every elementary sum in CNF is tautology.
Example: Show that the formula Q v (P A =Q) v (=P \ —Q) is a tautology.
Solution: First we obtain a CNF of the given formula.
OV(PA-QV(PA-0Q) & QV(PV-P)A-0)
S @Vv@PVv-P)NQV~0)
S (QVPV-P)NQV—0)

Since each of the elementary sum is a tautology, hence the given formula is tautology.

Principal Disjunctive Normal Form
In this section, we will discuss the concept of principal disjunctive normal form (PDNF).

Minterm: For a given number of variables, the minterm consists of conjunctions in which each
statement variable or its negation, but not both, appears only once.

Let P and Q be the two statement variables. Then there are 2 Zminterms givenby PAQ, P\ —Q,
—~PNAQ,and ~P N\ —Q.

Minterms for three variables P, Qand Rare PAQAR,PAQN—-R,PN-QO A\NRPAN—-Q N\ —R,—P
NONR,—PANQAN—-R,—PAN—QANARand —P/N\ —Q A\ —R. From the truth tables of these minterms
of P and Q, it is clear that

Plo PANQ | PAN=Q | -PANQ | ~PA—-Q
T|T T F F F
T|F F T F F
F[T F F T F
F|F F F F T

(1). no two minterms are equivalent
(i1). Each minterm has the truth value 7 for exactly one combination of the truth values of the
variables P and Q.
Definition: For a given formula, an equivalent formula consisting of disjunctions of minterms only
is called the Principal disjunctive normal form of the formula.
The principle disjunctive normal formula is also called the sum-of-products canonical form.
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Methods to obtain PDNF of a given formula

(a). By Truth table:

(1). Construct a truth table of the given formula.

(i1). For every truth value 7 in the truth table of the given formula, select the minterm which
also has the value 7 for the same combination of the truth values of P and Q.

(111). The disjunction of these minterms will then be equivalent to the given formula.

Example: Obtain the PDNF of P — Q.
Solution: From the truth table of P — Q

P|O| P— QO | Minterm
T|T T PANQ
T|F F PAN—Q
FI|T T ~“PAQ
F|F T | PAQ

The PDNF of P — Qis (PA Q) V (~P A Q) V (—P A\ —Q).
MP—->QePNANOVEPANQ)V(—PN\-Q).
Example: Obtain the PDNF for (PA Q) Vv (=P AR)V (QAR).

Solution:
Plol|R Minterm PAO | =PAR | ONR (PNOV(—PARW(OAR)
T|T|T PNONR T F T T
T|T|F| PNONR T F F T
T|F|T| PNONR F F F F
T|F|F| PNONR F F F F
F|lT|T| “PANONR F T T T
F|T|F| “PANOAR F F F F
F|F|T| “PNONR F T F T
F|F|F| “PA-ONR F F F F

The PDNF of (PA Q) V(=P AR)V(Q AR) is
(PANOANRYVPAQN-RYV(-PANOAR)V(-PA-OAR).

(b). Without constructing the truth table:

In order to obtain the principal disjunctive normal form of a given formula is con-
structed as follows:
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(1). First replace —, by their equivalent formula containing only A\, v and —.

(2). Next, negations are applied to the variables by De Morgan‘s laws followed by the
application of distributive laws.

(3). Any elementarily product which is a contradiction is dropped. Minterms are ob-tained in
the disjunctions by introducing the missing factors. Identical minterms appearing in the
disjunctions are deleted.

Example: Obtain the principal disjunctive normal form of
(@) =PV O; (D) (PANO)V("PAR)V(QOAR).
Solution:
(a) “PvQe (—PAT)V(QAT) [MANT e 4]
S (PAQOV-O)V(QANPV—-P)[MPV—-P&T]
S(PADVEPA-QVQAP)V(QA=P)
[MPA(QVR)® (PANQ)V(PAR)
S (PANQ)V(—PN-Q)V(PNQ) [mMPVPe P]
b)(PAQV(=PAR)V(QAR)
S(PNOQNT)V(PANRNT)V(QARNT)
SPNANONRV-R)Y)YV(PARNQV-QO)V(QANRN(PV~—P))
S(PNOARVPAQNA-RYV(—PANRNQ)-PANRN—Q)
VIOANRNP)V(OANRN-P)
S(PANOARYV(PANON-R)V(—PNANQARV(—PN—-QANR)

Pv(PNQ)eP

Pv(—PANQ)® PVvQ
Solution: We write the principal disjunctive normal form of each formula and com-pare these
normal forms.

@ PV(PNQ)e(PANT)Vv(PNQ) MPAQeP]
S PNQV-O)VEPNAO) [mMPV-PeT]
S(PANQO)VPNA—Q))V(PANQ) [by distributive laws]
S(PANO)V(IPA-Q)[mPVPeP]
which is the required PDNF.

Now, < PNAT
@ PNQV~0)
PNV (PNA-Q)
which is the required PDNF.
Hence, Pv(PNQ)eP.
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(b)PV(mPANQ)=® (PNT)Vv(—PN\Q)

& (PAQV-0)V(~PAQ)

@ (PAQVEPA-Q)V(-PAQ)
which is the required PDNF.

Now,
PvOe (PNANT)V(ONT)
S (PNANQV-O)VQANA@PV~—P))
SPNANOVPNA-QV@QAP)V(QN-P)

SPANOVEPNA-QV(EPAQ)
which is the required PDNF.

Hence, PV(~PNQ)e PVvQ.
Example: Obtain the principal disjunctive normal form of
P—(P—>QN-(=QV—P)). (Nov. 2011)

Solution: Using P — Q < —P Vv Q and De Morgan‘s law, we obtain

= (P> ON=(QV~—P)) &P
V(CPVO)A(QAP))

& -PV(—PANQAP)V(OQNQAP)) &
“PVFV(PN\Q)

< -PVv(PNAQ)

S (—PAT)V(PNQ)

S (PAQV-O)VPAQ)

S (PANQV(EPA=Q)V(PAQ)
Hence (P A Q) V(=P A Q) v (—P A —Q) is the required PDNF.

Principal Conjunctive Normal Form

The dual of a minterm is called a Maxterm. For a given number of variables, the maxterm consists
of disjunctions in which each variable or its negation, but not both, appears only once. Each of the
maxterm has the truth value F for exactly one com-bination of the truth values of the variables. Now
we define the principal conjunctive normal form.
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For a given formula, an equivalent formula consisting of conjunctions of the max-terms only is
known as its principle conjunctive normal form. This normal form is also called the product-of-sums
canonical form.The method for obtaining the PCNF for a given formula is similar to the one
described previously for PDNF.

Example: Obtain the principal conjunctive normal form of the formula (-P—R)A(Q+>P)
Solution:

(~P—>RN Q< P)

& [~(~P)VRIA[(Q—P)\ (P — Q)]

@ (PVRYAN[(—QVP)NA(-PV Q)

S (PVRVF)N[(~OVPVF)N(—PVQVF)]

S [(PVR)V(QA Q)] A[-QVP)VRA-R]IA[(~PVO)V((RAR)]

S (PVRVOIANPVRV-QONPV-QVR)ANPV—-QVR)
N(PVQOVRYAN(—PVQV—R)

SPVOVRIANPV-QOVRANPV-OV-RNPVQOVR)AN(—PVQV —R)

which is required principal conjunctive normal form.

Note: If the principal disjunctive (conjunctive) normal form of a given formula 4 containing n
variables is known, then the principal disjunctive (conjunctive) normal form of —4 will consist of
the disjunction (conjunction) of the remaining minterms (maxterms) which do not appear in the
principal disjunctive (conjunctive) normal form of 4. From 4 < ——4 one can obtain the principal
conjunctive (disjunctive) normal form of A4 by repeated applications of De Morgan‘s laws to the
principal disjunctive (conjunctive) normal form of —4.

Example: Find the PDNF form PCNF of S: PV (=P — (Q V (—Q — R))).

Solution:
SPV(P—>(OV(~Q—NR)
SPVEEP)VQV(-(COVR)
> PV(PVQOV(QVR))
< PV(PVQVR)
< PVQOVR
which is the PCNF.

Now PCNF of —S'is the conjunction of remaining maxterms, so
PCNF of =S: (PVQOV-R)ANPV-QOVRANPV—-QV-R)AN(—PVQVR)
NEPVOV-RYN(—PV—-OVR)AN(—PV -0V —R)
Hence the PDNF of S'is
—(PCNF of =8) : "PA—=QARV(—PANQNAN-R)V("PANQAR)V(PN—-Q/N\—R)
V(PAN-QAR)V(PANOQAN-R)V(PANQAR)

www.Jntufastu %Jates.com 20


http://www.Jntufastupdates.com/

Theory of Inference for Statement Calculus

Definition: The main aim of logic is to provide rules of inference to infer a conclusion from
certain premises. The theory associated with rules of inference is known as inference theory .

Definition: If a conclusion is derived from a set of premises by using the accepted rules of
reasoning, then such a process of derivation is called a deduction or a formal proof and the argument
is called a valid argument or conclusion is called a valid conclusion.

Note: Premises means set of assumptions, axioms, hypothesis.

Definition: Let 4 and B be two statement formulas. We say that B logically follows from All or

B is a valid conclusion (consequence) of the premise All iff A — B is a tautology, that is 4 = B.

We say that from a set of premises {H1, H>, - - -, Hn}, a conclusion C follows logically iff
HNHBN...\NH.> C

(1)
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Note: To determine whether the conclusion logically follows from the given premises, we use the
following methods:

¢ Truth table method

¢ Without constructing truth table method.

Validity Using Truth Tables

Given a set of premises and a conclusion, it is possible to determine whether the
conclusion logically follows from the given premises by constructing truth tables as follows.

Let Py, Py, - - -, Py be all the atomic variables appearing in the premises H1, H», - - -, Hy and
in the conclusion C. If all possible combinations of truth values are assigned to P1, P2, - - -, Py and if
the truth values of H1, H», ..., Hy and C are entered in a table. We look for the rows in which all Hj,

Hy, - - -, Hy have the value T. If, for every such row, C also has the value T, then (1) holds. That is,
the conclusion follows logically.

Alternatively, we look for the rows on which C has the value F. If| in every such row, at

least one of the values of Hi, Ha, - - -, Hp is F, then (1) also holds. We call such a method a
_truth table technique® for the determination of the validity of a conclusion.

Example: Determine whether the conclusion C follows logically from the premises

Hj and H>.

(aH1 :P—Q Hy:P C:Q

bYH1:P—>Q Hy:-P C:Q

(©H :P—Q Hy:~(PNQ) C:—P

(dH:—P Hy:P Q C:—~(PN\Q)

(e)H :P— Q0 Hy:Q C:P

Solution: We first construct the appropriate truth table, as shown in table.

Plo|lPpoo|-P| PN | p g
TI|T T F F T
T|F F F T F
FIT T T T F
F|F T T T T
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(a) We observe that the first row is the only row in which both the premises have the value T
. The conclusion also has the value T in that row. Hence it is valid.

In (b) the third and fourth rows, the conclusion Q is true only in the third row, but not in the
fourth, and hence the conclusion is not valid.
Similarly, we can show that the conclusions are valid in (¢) and (d) but not in (e).

Rules of Inference
The following are two important rules of inferences.
Rule P: A premise may be introduced at any point in the derivation.

Rule T: A formula S may be introduced in a derivation if § is tautologically implied by
one or more of the preceding formulas in the derivation.

Implication Formulas
L:PNQ->P (simplification)
L:PNQO=-Q
I: P>PVvQ
I4: Q0> PVvQ
Is:"P->P—Q
Ig: O P—>Q
I7:~(P—Q)~ P
Ig:~(P—> Q)= Q0

59 : PO PAQ
10 " PPV 0-0 (disjunctive syllogism)
n:PP>0->0 (modus ponens)

112 - O, P—>0->—P (modus tollens)

513 : P—> 0. 0—>R->P—-R (hypothetical syllogism)
14: PVQOP—>R Q—R-R (dilemma)

Example: Demonstrate that R is a valid inference from the premises P — O, Q0 — R, and P .
Solution:

{1} (1) P->Q Rule P
12} 2 P Rule P,
{1, 2} 3) O Rule T, (1), (2), and 113
{4} 4 O—R Rule P
{1, 2,4} b)) R Rule T, (3), (4), and 113

Hence the result.
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Example: Show that RVS follows logically from the premises C vD, (C vD) — —~H, ~H — (4 N\
—B),and (A \ —B) —> (RVYS).

Solution:
/1 (1) (€vD)—~-H Rule P
oy @) "H—AN=B) Rule P
/1,2 3) (CVD)—(AA—B) Rule T, (1), (2), and 113
14} @ UNATB)—(RVS) Rule P
71,2, 4 5) (CVD)—(RVS) Rule T, (3), (4), and 113
16} 6) €vVD Rule P
1,2,46; (1) RVS Rule T, (5), (6), and 11

Hence the result.

Example: Show that S VR is tautologically implied by (P VO)A(P — R)/A(Q — ).

Solution:

{1} (1) PvOQ Rule P

{1 2 P—>Q Rule T,()P—> Q& —PVQ
13} 3 0—8 Rule P

{1, 3} (4) P—>S Rule T, (2), (3), and I13

{1, 3} (5) ~S—P Rule T,(4),P—> Qe —~Q— —P
{6/ (6) P—R Rule P

{1, 3, 6} (7) -S—R Rule T, (5), (6), and 13

{1,3,6} (8) SVR Rule T, (7)and P —> Q & —PVv Q

Hence the result.
Example: Show that R A (P v Q) is a valid conclusion from the premises P Vv Q,

Q—R,P— M, and ~M.

Solution:

{1} () P->M Rule P

{2} 2 M Rule P

{1,2} 3 —P Rule T, (1), (2), and /12
{4} @4 PvO Rule P

{1,2, 4} 3 O Rule T, (3), (4), and /10
{6} 6) O—R Rule P
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1,246 (1) R Rule T, (5), (6), and I11
1,246 (8 RANPVO Rule T, (4), (7) and Io
Hence the result.

Example: Show I12: ~Q, P— Q= —P.

Solution:

{1} () P—>0 Rule P

{1} (2) 0 — —P Rule T, (1),and P > Q & —~Q — —P
{3/ 3) =0 Rule P

{13/ 4 P Rule T, (2), (3), and I

Hence the result.
Example: Test the validity of the following argument:

ITf you work hard, you will pass the exam. You did not pass. Therefore, you did not work
hardll.

Example: Test the validity of the following statements:

[ITf Sachin hits a century, then he gets a free car. Sachin does not get a free car.

Therefore, Sachin has not hit a centuryll.

Rules of Conditional Proof or Deduction Theorem

We shall now introduce a third inference rule, known as CP or rule of conditional proof.
Rule CP: If we can derive S from R and a set of premises, then we can derive R — S from the set

of premises alone.
Rule CP is not new for our purpose her because it follows from the equivalence
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(PAR)—>S&P—(R—YS)

Let P denote the conjunction of the set of premises and let R be any formula. The above
equivalence states that if R is included as an additional premise and S is derived from P /A R, then
R — S can be derived from the premises P alone.

Rule CP is also called the deduction theorem and is generally used if the conclu-sion of the form
R — S. In such cases, R is taken as an additional premise and S is derived from the given
premises and R.

Example: Show that R — S can be derived from the premises P — (Q — S), "RV P, and Q.
(Nov. 2011)

Solution: Instead of deriving R — S, we shall include R as an additional premise and show S
first.

/1 (1) "RVP Rule P

{2} 2) R Rule P (assumed premise)
{1, 2} 3 P Rule T, (1), (2), and 110
{4} 4 P—->(Q—Y9 Rule P

1,2, 4 5) 0S5 Rule T, (3), (4), and /i
6] 6 0 Rule P

2,46 (1) S Rule T, (5), (6), and 11
{1, 2,4, 6} ® R—S Rule CP

Example: Show that P — S can be derived from the premises “PVv O, "Q VR, and R — S.
Solution: We include P as an additional premise and derive S.

/1 (1) PVvo Rule P

{2} 2 P Rule P (assumed premise)
{1, 2} 3) 0O Rule T, (1), (2), and 710
14) @) “OVR Rule P

{1,2,4} 5) R Rule T, (3), (4), and 710
{6} 6) R—S Rule P

{1,2,4, 6} 7 S Rule T, (5), (6), and /1]
{1,2,4,6} ® P—S Rule CP

Example: _If there was a ball game, then traveling was difficult. If they arrived on time, then
traveling was not difficult. They arrived on time. Therefore, there was no ball game*. Show that
these statements constitute a valid argument. Solution: Let us indicate the statements as follows:

P : There was a ball game.

Q: Traveling was difficult.

R: They arrived on time.
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Hence, the given premises are P — O, R — —(Q, and R. The conclusion is —P .

{1} (1) R— -0 Rule P

{2} @R Rule P

{1, 2} (3) 0 Rule T, (1), (2), and /1]

{4/ @HP—-0 Rule P

/4 (5) 0 — —P Rule T, (4),and P —> Q & ~Q — —P
/1,2, 4) (6) —P Rule T, (3), (5), and /1]

Example: By using the method of derivation, show that following statements con-stitute a valid
argument: lIIf 4 works hard, then either B or C will enjoy. If B enjoys, then A4 will not work hard.
If D enjoys, then C will not. Therefore, if 4 works hard, D will not enjoy.

Solution: Let us indicate statements as follows:

Given premises are P — (QVR), Q — —P , and S — —R. The conclusion is P — —S.
We include P as an additional premise and derive —S.

Y (HP Rule P (additional premise)

) QP—(QVR) Rule P

71,2} (3)QVR Rule T, (1), (2), and I

{1,2) 4) —0O—R Rule T,(3)and P —> Q< PV Q
1,2} (5) “R— 0 Rule T, (4),and P > Q & ~Q — —P
{6} ©6) 9——P Rule P

{1, 2,6} (7) "R— —P Rule T, (5), (6), and 113

/1,2, 6 (8) P—R Rule T, (7)and P - Q & —Q — —P
{9} 9 S— R Rule P

/9, (10) R— —S Rule T,(9)and P > Q & —~Q — —P
{1,2,6,9} (11) P——S Rule T, (8), (10) and /3

{1,2,6,9} (12) —S Rule T, (1), (11) and /11

Example: Determine the validity of the following arguments using propositional logic:
ISmoking is healthy. If smoking is healthy, then cigarettes are prescribed by physi-
cians. Therefore, cigarettes are prescribed by physiciansll. (May-2012)

Solution: Let us indicate the statements as follows:
P : Smoking is healthy.
Q: Cigarettes are prescribed by physicians.

Hence, the given premises are P, P — Q. The conclusion is Q.
{1} (HYP—Q Rule P
{2} 2P Rule P

www.Jntufastl% pdates.com 27


http://www.Jntufastupdates.com/

{1, 2} 3) o Rule T, (1), (2), and /11
Hence, the given statements constitute a valid argument.

Consistency of Premises
A set of formulas H1, Hy, - - -, Hp, 1s said to be consistent if their conjunction has the
truth value 7 for some assignment of the truth values to the atomic variables appearing in H1, H2,
-, Hy,

If, for every assignment of the truth values to the atomic variables, at least one of the
formulas H1, Hy, - - -, Hy, is false, so that their conjunction is identically false, then the formulas
Hi, Hy, - - -, Hy, are called inconsistent.

Alternatively, a set of formulas H1, H2, - - -, Hp, 1s inconsistent if their conjunction implies a
contradiction, that is,
HNHN---NHy= RN—R
where R is any formula.

Example: Show that the following premises are inconsistent:
(1). If Jack misses many classes through illness, then he fails high school.
(2). If Jack fails high school, then he is uneducated.
(3). If Jack reads a lot of books, then he is not uneducated.
(4). Jack misses many classes through illness and reads a lot of books.
Solution: Let us indicate the statements as follows:
E: Jack misses many classes through illness.
S: Jack fails high school.
A: Jack reads a lot of books.
H: Jack is uneducated.

The premises are E — S, S — H, A — —H,and E \ A.

{1} (1) E->S Rule P

{2} 2 S—H Rule P

(L. 2/ () E—H Rule T, (1), (2), and /13

{4} 4) A——H Rule P

{4/ (5) H— -4 Rule T, (4), and P — Q & —Q — —P
(1,2, 4) 6) E——4 Rule T, (3), (5), and 13

{1,2, 4} (7) "Ev—4 Rule T, (6)and P —> Q & —PV Q

{1; 2, 4} (8) _'(E/\A) Rule T, (7), and —'(P N Q) o Py _.Q
{9/ 9) EN4 Rule P

11,2490 (10) “EANDNENA)  pyle T, (8), (9) and Io

Thus, the given set of premises leads to a contradiction and hence it is inconsistent.
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Example: Show that the following set of premises is inconsistent: IlIf the contract is valid, then
John is liable for penalty. If John is liable for penalty, he will go bankrupt. If the bank will loan
him money, he will not go bankrupt. As a matter of fact, the contract is valid, and the bank will
loan him money.ll

Solution: Let us indicate the statements as follows:
V': The contract is valid.
L: John is liable for penalty.
M: Bank will loan him money.

B: John will go bankrupt.

{1} () V—1L Rule P

{2} (2) L—B Rule P

{1, 2} (3) V—B Rule T, (1), (2), and 113

{4} 4) M— —B Rule P

{4} 5) M——~M Rule T, (4),and P —> Q & —~Q — —P
{1, 2,4 ©6) V——M Rule T, (3), (5), and I3

(1,2 4) (7) -Vv—-M Rule T, (6)and P —» Q & =PV Q
2,4 (8 “VAM) Rule T, (7), and ~(P A\ Q) & =PV —Q
9 9 VAM Rule P

{1,2,4,9) (10 " (WAMYNVANM)Rule T, (8),(9) and Io
Thus, the given set of premises leads to a contradiction and hence it is inconsistent.

Indirect Method of Proof

The method of using the rule of conditional proof and the notion of an inconsistent
set of premises is called the indirect method of proof or proof by contradiction.

In order to show that a conclusion C follows logically from the premises Hi, H, - - -,

Hy,, we assume that C is false and consider —C as an additional premise. If the new set of
premises is inconsistent, so that they imply a contradiction. Therefore, the assump-tion that —C'1s
true does not hold.

Hence, C is true whenever Hi, Hp, - - -, Hy, are true. Thus, C follows logically from
the premises Hi, H2, - - -, Hp.
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Example: Show that —(P A\ Q) follows from =P A\ —Q.
Solution: We introduce ——(P AQ) as additional premise and show that this additional premise
leads to a contradiction.

/1) 1) T@PAQ) Rule P (assumed)

/1 @) PAQ Rule T, (1), and ——P & P
{1} 3)P Rule T, (2), and 1

{4 4) "PA—Q Rule P

{4} (5) ~P Rule T, (4), and [1

{1, 4) 6) PA—P Rule T, (3), (5), and Io

Hence, our assumption is wrong.
Thus, —(P A\ Q) follows from =P A —Q.

Example: Using the indirect method of proof, show that

P— 0, 0—R ~(PAR),PVR-R.
Solution: We include —R as an additional premise. Then we show that this leads to a
contradiction.

{1} (HP—-0 Rule P

{2} 2)O0—R Rule P

{1, 2} 3)P—R Rule T, (1), (2), and I13
{4} (4) "R Rule P (assumed)

/1,2, 4) (5)—P Rule T, (4), and I12

16} (6)PVR Rule P

{1,246} ()R Rule T, (5), (6) and 119
{1,2, 4,6} (8) RA—R Rule T, (4), (7), and Iy

Hence, our assumption is wrong.

Example: Show that the following set of premises are inconsistent, using proof by contradiction
P—(QVR),Q— P, S— "R P>P——S
Solution: We include —(P — —S) as an additional premise. Then we show that this leads to a

contradiction.
m—(P— —S)e ~(—Pv-S)e PAS.

{1} (1) P=@VR) Rule P

{2} 2 P Rule P

71,2 3) QVR Rule T, (1), (2), and Modus Ponens
{4} @) PNS Rule P (assumed)

(1,2, 4) ) S Rule T, (4),and PAQ = P
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{6} (6) S— —R Rule P

{1,2,46} (7)) "R Rule T, (5), (6) and Modus Ponens
{1,246} (8) O Rule T, (3),(7),and PAQ, Q= P
{9/ ® 0—-P Rule P

/1,2,4,6) (10) =P Rule T, (8),(9),and PAQ, ~Q = P
/1,2,46; (11 PA—-P Rule T, (2), (10),and P, 0> PN\ Q
/1,246 (12) F Rule T, (11),and PA—~P & F

Hence, it is proved that the given premises are inconsistent.

The Predicate Calculus

Predicate
A part of a declarative sentence describing the properties of an object is called a
predicate. The logic based upon the analysis of predicate in any statement is called
predicate logic.
Consider two statements:

John is a bachelor

Smith is a bachelor.
In each statement llis a bachelorll is a predicate. Both John and Smith have the same
property of being a bachelor. In the statement logic, we require two diff erent symbols to
express them and these symbols do not reveal the common property of these statements.
In predicate calculus these statements can be replaced by a single statement llx is a
bachelorll. A predicate is symbolized by a capital letters which is followed by the list of
variables. The list of variables is enclosed in parenthesis. If P stands for the predicate llis a
bachelorll, then P (x) stands for llx is a bachelorll, where x is a predicate variable.

"The domain for P (x) : x is a bachelor, can be taken as the set of all human
names. Note that P (x) is not a statement, but just an expression. Once a value is assigned
to x, P (x) becomes a statement and has the truth value. If x is Ram, then P (x) is a
statement and its truth value is true.

Quantifiers

Quantifiers: Quantifiers are words that are refer to quantities such as ‘some‘ or ‘all‘.
Universal Quantifier: The phrase ‘forall* (denoted by V) is called the universal quantifier.

For example, consider the sentence lIAll human beings are mortalll.
Let P (x) denote ‘x is a mortal‘.
Then, the above sentence can be written as

(Vx € S)P (x) or VxP (x)
where § denote the set of all human beings.
Vx represents each of the following phrases, since they have essentially the same for all x

For every x
For each x.

Existential Quantifier: The phrase ‘there exists‘ (denoted by E) is called the exis-tential
quantifier.
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For example, consider the sent%nce

[There x such thatx =5.
exists
This sentence can be written as

(ExZE R)P (x) or (Ex)P (x),

where P (x) : x =5.
Ex represents each of the following phrases

There exists an x
There is an x

For some x

There is at least one x.

Example: Write the following statements in symbolic form:
(1). Something is good
(i1). Everything is good
(ii1). Nothing is good
(iv). Something is not good.
Solution: Statement (i) means lIThere is atleast one x such that, x is goodll.
Statement (ii) means I[Forall x, x is goodll.
Statement (iii) means, lIForall x, x is not goodll.
Statement (iv) means, lIThere is atleast one x such that, x is not good.
Thus, if G(x) : x is good, then
statement (i) can be denoted by (Ex)G(x)
statement (ii) can be denoted by (Vx)G(x)
statement (iii) can be denoted by (Vx)—G(x)

statement (iv) can be denoted by (Ex)—~G(x).
Example: Let K(x) : x is a man
L(x) : x is mortal
M(x) : x is an integer
N(x) : x either positive or negative
Express the following using quantifiers:
¢ All men are mortal
* Any integer is either positive or negative.
Solution: (a) The given statement can be written as
for all x, if x is a man, then x is mortal and this can be expressed as
(X)(K(x) — L(x)).
(b) The given statement can be written as
for all x, if x is an integer, then x is either positive or negative and this can be expressed
as (x)(M(x) — N(x)).
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Free and Bound Variables

Given a formula containing a part of the form (x)P (x) or (Ex)P (x), such a part is called
an x-bound part of the formula. Any occurrence of x in an x-bound part of the formula is
called a bound occurrence of x, while any occurrence of x or of any variable that is not a
bound occurrence is called a free occurrence. The smallest formula immediately
following (Vx) or (Ex) is called the scope of the quantifier.

Consider the following formulas:

* (MP(xY)

* ()P (x)—0)

* ()P — (EnREX, )

* ()P (x) = R(x)) V(x)(R(x) = Ox))

s EnPmAQOWX)

¢« (E0P)AOX).
In (1), P (x, p) is the scope of the quantifier, and occurrence of x is bound occurrence,
while the occurrence of y is free occurrence.

In (2), the scope of the universal quantifier is P (x) — Q(x), and all concrescences of x are
bound.

In (3), the scope of (x) is P (x) — (Ey)R(x, y), while the scope of (Ey) is R(x, y). All
occurrences of both x and y are bound occurrences.

In (4), the scope of the first quantifier is P (x) — R(x) and the scope of the second is
R(x) — O(x). All occurrences of x are bound occurrences.

In (5), the scope (Ex) is P (x) \ O(x).

In (6), the scope of (Ex) is P (x) and the last of occurrence of x in O(x) is free.

Negations of Quantified Statements
(). ()P (x) & (Ex)=P (x)

(ii). ~(Ex)P (x) & (x)(=P (x)).
Example: Let P (x) denote the statement llx is a professional athletell and let O(x) denote the
statement lIx plays soccerll. The domain is the set of all people.
(a). Write each of the following proposition in English.

* ()P (x)— 0F)
* E)P®AOX)
°* MPXVIX)

(b). Write the negation of each of the above propositions, both in symbols and in words.
Solution:
(a). (1). For all x, if x 1s an professional athlete then x plays soccer.
A1l professional athletes plays soccerll or IEvery professional athlete plays
soccerll.
(i1). There exists an x such that x is a professional athlete and x plays soccer.
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ISome professional athletes paly soccerll.
(i11). For all x, x is a professional athlete or x plays soccer.
IEvery person is either professional athlete or plays soccerll.

(b). (). In symbol: We know that
~()(P (x) = O(x) @ (Ex)=(P (x) = O(x)) & (Ex)=(=(P (x)) v O(x))
< (Ex)(P (x) A ~0(x))

There exists an x such that, x is a professional athlete and x does not paly soccer.
In words: lISome professional athlete do not play soccerll.

(iD). ~(Ex)(P (x) A O(x)) & (x)(=P (x) V ~0(x))
In words: IEvery people is neither a professional athlete nor plays soccerll or All people
either not a professional athlete or do not play soccerll.

(iiD). ~()(P () vV O(x)) & (Ex)(=P (x) A ~0(x)).

In words: lISome people are not professional athlete or do not paly soccerll.

Inference Theory of the Predicate Calculus

To understand the inference theory of predicate calculus, it is important to be famil-iar
with the following rules:
Rule US: Universal specification or instaniation

(¥)A(x) > A(y)
From (x)A(x), one can conclude A(y).
Rule ES: Existential specification

(Ex)A(x) > A(y)

From (Ex)A(x), one can conclude 4(y).
Rule EG: Existential generalization

Ax) = (Ey)A4()
From A(x), one can conclude (Ey)4(y).
Rule UG: Universal generalization

Ax) = (Ay)
From A(x), one can conclude (y)A(y).

Equivalence formulas:
E31 : (Ex)[A(x) vV B(x)] © (Ex)A(x) Vv (Ex)B(x)
E32: (0)[Ax) A B(x)] © (x)A(x) A (x)B(x)
E33: ~(Ex)A(x) © (x)—A(x)
E34: ~(x)A(x) © (Ex)—A(x)
E3s5: (x)(4 V B(x)) © 4V (x)B(x)
E36 : (Ex)(A \ B(x)) @ A N\ (Ex)B(x)
E37: (x)A(x) — B © (x)(A(x) — B)
E3g: (Ex)A(x) — B © (x)(A(x) — B)
E39: 4 — (x)B(x) « (x)(4 — B(x))
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E40: A — (Ex)B(x) © (Ex)(4 — B(x))
Eq1 1 (Ex)(A(x) = B(x)) & (x)A(x) = (Ex)B(x)
E42 : (Ex)A(x) = ()BX) € (x)(4(x) — B(X)).

Example: Verify the validity of the following arguments:
[IA1l men are mortal. Socrates is a man. Therefore, Socrates is mortalll.
or
Show that (x)[H(x) — M(x)] /\ H(s) = M(s).
Solution: Let us represent the statements as follows:
H(x) : x is a man
M(x) : x 1s a mortal
s : Socrates

Thus, we have to show that (x)[H(x) — M(x)] \ H(s) = M(s).

{1} (1) @A) — M(x)] Rule P

/1 )  H(s) — M(s) Rule US, (1)

13 (3) H(s) Rule P

/1,3 @) M) Rule T, (2), (3), and /1

Example: Establish the validity of the following argument:llAll integers are ratio-nal numbers.
Some integers are powers of 2. Therefore, some rational numbers are powers of 2|l

Solution: Let P (x) : x is an integer
R(x) : x is rational number
S(x) : x is a power of 2

Hence, the given statements becomes

(@X)(P (x) = R(x)), (Ex)(P (x) AS(x)) = (Ex)(R(x) A S(x))

Solution:

/1 (1) (Ex)(P (x) A\ S(x)) Rule P

{1} ) P)N\Sy) Rule ES, (1)

{1} (3) P(») Rule T,(2)and PAQ = P

{5} (5) ()(P (x) = R(x)) Rule P

{5} (6) P(y)— R() Rule US, (5)

{1) 5} (7) R(y) Rule T, (3), (6) and P, P— Q - Q
/1,5 (8) R(y) NS©y) Rule T, (4),(7)and P, 0= PN\ Q
{1, 5} (9) (Ex)(R(x) A\ S(x)) Rule EG, (8)

Hence, the given statement is valid.
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Example: Show that (x)(P (x) — O(x)) A (x)(O(x) — R(x)) = (X)(P (x) — R(x)).

Solution:
{1} (1) @)(P (x) = O(x)) Rule P
{1} (2) P(y)— O0) Rule US, (1)
{3/ (3) ()(Q(x) — R(x)) Rule P
{3/ (4) O0) = R() Rule US, (3)
{1, 3} (5) P(y) = R() Rule T, (2), (4), and /13
{1, 3} (6) (X)(P (x) = R(x)) Rule UG, (5)

Example: Show that (Ex)M(x) follows logically from the premises
(x)(H(x) — M(x)) and (Ex)H(x).

Solution:

{1) (1) (Ex)H(x) Rule P

{1 (2) Hp) Rule ES, (1)

{3/ (3) ()(H(x) — M(x)) Rule P

{3} 4) Hy) — M) Rule US, (3)

{1,3) (5) M(y) Rule T, (2), (4), and I
{1, 3} (6) (Ex)M(x) Rule EG, (5)

Hence, the result.
Example: Show that (Ex)[P (x) A Q(x)] = (Ex)P (x) A (Ex)Q(x).
Solution:

/1 (1) (Ex)(P (x) A\ O(x)) Rule P

/1) QPO Rule ES, (1)

{1} B)PW Rule T, (2), and I
{1} (4) (Ex)P (x) Rule EG, (3)

/) (5) 00 Rule T, (2), and I
/1) (6) (E0Q() Rule EG, (5)

/1) (7) (P () A (E)Q(x) Rule T, (4), (5) and Io

Hence, the result.
Note: Is the converse true?

{1} (1) EnP () A (EVQW) Rule P

/1 ) (E0P (x) Rule T, (1) and
{1 3) (E0QO(x) Rule T, (1), and I
/1 @) P () Rule ES, (2)

/1 (5) O(s) Rule ES, (3)
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Here in step (4), y is fixed, and it is not possible to use that variable again in step (5).
Hence, the converse is not true.

Example: Show that from (Ex)[F (x) AS(x)] — (»)[M(y) — W (v)] and (Ey)[M(y) \ =W ()] the
conclusion (x)[F (x) — —S(x)] follows.

A (1) ENME) AW )] Rule P
1 @ MOA=IE) Rule ES, (1)
/1 (3) ~[M(z) — W (2)] Rule T, (2),and ~(P —> Q) P\ —Q
) 4 Ey-ME)— W) Rule EG, (3)
/1) (5) ~[M©y) — W )] Rule T, (4), and —(x)A4(x) « (Ex)—4(x)
/1 (6) (EX)[F (x) AS(x)] — ([M(y) — W (y)]Rule P
M ~(Ex)[F (x) A S(x)] Rule T, (5), (6) and /12
/1,6 (8)(x)~[F(x)\S(x)] RuleT,(7),and—(x)A4(x)=(Ex)—4(x)
{L,6} (9 [F(2)\S(2)] RuleUS,(8)
{1,6} (10" F(z)v—S(2) RuleT,(9),andDeMorgan‘slaws
{1,6} (11) F(2) > —S(2) Rule T, (10),and P —> Q & —~PV Q
[1L,6)  (12) (x)(F (x) = —SE)) Rule UG, (11)
Hence, the result.

Example: Show that (x)(P (x) V O(x)) = (x)P (x) V (Ex)O(x). (May. 2012)

Solution: We shall use the indirect method of proof by assuming —((x)P (x)V(Ex)Q(x)) as an
additional premise.

{1} (1) ~()P (x) v (Ex)O(x)) Rule P (assumed)

/1) (2) ~@)P @) N ~(Ex)O®) Rule T, (1) ~(PVv Q) ® ~P A\ —Q

{1} (B) ()P (x) Rule T, (2), and I

1) @ (E0=P @) Rule T, (3), and ~(x)A(x) & (Ex)—A(x)
(5 "E0W Rule T, (2), and 12

1} 6) (X)-0) Rule T, (5), and —(Ex)4(x) & (x)—A(x)
71} (7) —P ) Rule ES, (5), (6) and I12

{1) 8) —0() Rule US, (6)

1y © "POAOR) Rule T, (7), (8)and Io

/1 (10) —(P (y) v O(») Rule T, (9), and ~(PVv Q) ©® ~P N\ =0
A1 1) @OE &V OW) Rule P

11} (12) P o)V om) Rule US

/1,11 (13) ~@ VO AP )V OK) Rule T, (10), (11), and Iy

71,11} (14) F Rule T, and (13)
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which is a contradiction.Hence, the statement is valid.

Example: Using predicate logic, prove the validity of the following argument: IEvery
husband argues with his wife. x is a husband. Therefore, x argues with his wifell.

Solution: Let P (x): x is a husband.

O(x): x argues with his wife.

Thus, we have to show that (x)[P (x) — O(x)] A P (x) = Q).

(D) O (x) — OX) Rule P

i @PE)— 0y Rule US, (1)

i PW Rule P
o0 Rule T, (2), (3), and I}

Example: Prove using rules of inference
Duke is a Labrador retriever.
All Labrador retriever like to swim.
Therefore Duke likes to swim.
Solution: We denote

L(x): x is a Labrador retriever.
S(x): x likes to swim.

d: Duke.

We need to show that L(d) N\ (x)(L(x) — S(x)) = S(d).

(D) L) — Sw) Rule P

1) Q) Ld) — Sd) Rule US, (1)

2) (3 L@ Rule P

1,2} (4 S Rule T, (2), (3), and I11.

JNTUK Previous questions

1. Test the Validity of the Following argument: —All dogs are barking. Some animals are
dogs. Therefore, some animals are barking]l.
2. Test the Validity of the Following argument:
—Some cats are animals. Some dogs are animals. Therefore, some cats are dogsll.
3. Symbolizes and prove the validity of the following arguments :
(1) Himalaya is large. Therefore every thing is large.
(i1) Not every thing is edible. Therefore nothing is edible.
4. a) Find the PCNF of (~p<r) A(q<p) ?
b) Explain in brief about duality Law?

c) Construct the Truth table for ~(~p*~q)?
d) Find the disjunctive Normal form of ~(p — (g*r)) ?

5. Define Well Formed Formula? Explain about Tautology with example?
6. Explain in detail about the Logical Connectives with Examples?
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7. Obtain the principal conjunctive normal form of the formula (; P>R)A(Q<P)
Prove that (x)P(x)*Q(x) — (X)P(x) = (x)Q(x). Does the converse hold?
9. Show that from i) (X)(F(x) = S(x)) & (y)(M(y) & W(y))

i) (y) (M(y) = 4 W(y)) the conclusion (x)(F(x) & q S(x)) follows.

®

10. Obtain the principal disjunctive and conjunctive normal forms of (P &;(Q“R)) = (7 P&s(7 Q=1 R)). Is

this formula a tautology?

11. Prove that the following argument is valid: No Mathematicians are fools. No one who is not a fool
is an administrator. Sitha is a mathematician. Therefore Sitha is not an administrator.

12. Test the Validity of the Following argument: If you work hard, you will pass the exam. You did not
pass. Therefore you did not work hard.

13. Without constructing the Truth Table prove that (p&:q) €59=pvq?

14. Using normal forms, show that the formula Q= (P4 Q)* (4 P~ Q) is a tautology.

15. Show that (x) (P(x) = Q(x)) & (X)P(x) * (x)Q(x)

16. Show that 4 (P=Q) & (7 P=(7P=Q)) = (1P=Q)

(P=Q)=(71P=(;1P=Q)) = (;P=Q)
17. Prove that (x) (P(x) = Q(x)) @s(x)P(x) = (x)Q(x)

18. Example: Prove or disprove the validity of the following arguments using the rules of
inference. (i) All men are fallible (ii) All kings are men (iii) Therefore, all kings are
fallible.

19. Test the Validity of the Following argument:

—Lions are dangerous animals, there are lions, and therefore there are dangerous
animals.|l

MULTIPLE CHOICE QUESTIONS

1: Which of the following propositions is tautology?
A.(pvqgq)—q B. p Vv (gq—p) Cpv(p—q) D.Both(b)&(c)

Option: C
2: Which of the propositionis p* (~p v q) is
A.A tautology B.A contradiction C.Logically equivalent to p * q D.All of above
Option: C
3: Which of the following is/are tautology?
Aavb—-b*c Ba?“b—-bvc C.avb—(b—c) D.None of these
Option: B
4: Logical expression (A*B) —» (C'*A) - (A=1)is
A.ContradictionB.Valid C.Well-formed formula D.None of these
Option: D

5: Identify the valid conclusion from the premises PvQ, Q - R, P - M, 1M
AP*RVR) BP*P*R) CRAPvQ) DQ*PVR)
Option: D
6: Leta, b, ¢, d be propositions. Assume that the equivalence a < (b v Ib) and b < ¢ hold. Then
truth value of the formula (a * b) — ((@a * ¢) v d) is always
A.True B.False C.Same as the truth valueofa D.Same as the truth value of b

Option: A
7: Which of the following is a declarative statement?
A. It's right B. He says C.Two may not be an even integer D.I love you
Option: B
8: P — (Q — R)is equivalent to
A.(P*Q)—>R B.PvQ) - R C.PvQ)— 1R D.None of these
Option: A

9: Which of the following are tautologies?
A(PvQ)*Q)«~Q BJ(PvQ)*1P)—Q C.(PvQ)*P)—P D.Both(a)& (b)
Option: D

10: If F1, F2 and F3 are propositional formulae such that F1 # F2 — F3 and F1 * F2—F3 are both
tautologies, then which of the following is TRUE?
A.Both F1 and F2 are tautologies B.The conjuction F1 A F2 is not satisfiable
C.Neither is tautologies D.None of these
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Option: B

11. Consider two well-formed formulas in propositional logic
F1:P —>1PF2: (P —1P) v ( 1P —) Which of the following statement is correct?
A.F1 is satisfiable, F2 is unsatisfiable B.F1 is unsatisfiable, F2 is satisfiable

C.F1is unsatisfiable, F2 is valid D.F1 & F2 are both satisfiable
Option: C

12: What can we correctly say about proposition P1: (p v 1q) * (q —r) v (rv p)
A.P1 is tautology B.P1 is satisfiable

C.Ifpis true and q is false and r is false, the P1 is true
D.If p as true and q is true and r is false, then P1 is true

Option: C

13: (PvQ)*(P— R)*(Q —S)is equivalent to
AS”R BS—R CSvVvR D.All of above
Option: C

14: The functionally complete set is
A{1," v} B.{|,*}C.{1} D.None of these
Option: C

15: (Pv Q)" (P—R) " (Q — R) is equivalent to
AP BQ CR D.True=T

Option: C
16: 1(P — Q) is equivalent to
AP21Q B.PA*QC.1PvQ D.None of these
Option: A
17: In propositional logic , which of the following is equivalent to p — q?
A~p—q B~pvq C.~pv~q D.p —q
Option: B

18: Which of the following is FALSE? Read * as And, v as OR, ~as NOT, —as one way implication
and < as two way implication?
A.((x — y)* x) -y B.A(~x—=y)" (~x"~y))=y  C.x—(xVvy))D.((xvy) =>(~xV~y)
Option: D
19: Which of the following well-formed formula(s) are valid?

A(P—-QMQ—R)— (P—R) B.(P— Q) —»(1P — 1Q)
C.(Pv(1PvI1Q)) —P D.(P—R)v(Q—R))— (PvQ}—R)
Option: A
20: Let p and g be propositions. Using only the truth table decide whether p < g does not imply p
— 1qis
A.True B.False C.None D.Both Aand B
Option: A

www.Jntufastg1 Qdates.com 40


http://www.Jntufastupdates.com/

